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Fact Checking the Critiques of Section
230: What Are the Real Problems?
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Section 230 of the Communications Decency Act has become a key battleground in the larger
debate over free speech and content moderation. There are legitimate and illegitimate critiques
about it—but they don’t negate the law’s many benefits.

KEY TAKEAWAYS

= Section 230’s liability protections were intended to be broad. But they are not limitless.
Courts continue to identify exceptions to the liability shield.

= Contrary to critics’ claims, Section 230 is not a gift for Big Tech. Many different types of
organizations—Ilarge and small, tech and non-tech, companies and individuals—benefit
from Section 230 protections.

= The First Amendment, not Section 230, gives online services the right to remove content
they find objectionable—and it protects individuals from government censorship, not
from removal by online platforms.

= Most online services that benefit from Section 230 are legitimate, but since some bad
actors take advantage of the law it makes sense to consider ways to reduce these harms
without overburdening online services.

= Limiting or removing Section 230 protections would be harmful to innovation, free
speech, and competition, so policymakers should carefully consider the consequences of
any proposed reforms.
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INTRODUCTION

In recent years, there has been much debate on Section 230 of the Communications Decency
Act. Supporters maintain that the law shaped the Internet into what it is today: a vast, diverse
network for communication, entertainment, and commerce that has revolutionized every industry
and created a more connected and productive society. They say that Section 230 strikes the right
balance by protecting online services and their users from liability for the illegal speech of
others, while also ensuring they are not liable for the steps they take to moderate third-party
content. The impact of the law is that it has enabled a wide range of innovative online services
and business models that rely on third-party content, including social media sites that have given
people new ways to connect, knowledge-sharing websites that have changed the way people
access information, and product and business review sites that have changed the way people
shop. All of these online services and business models rely on Section 230’s liability protections
to continue providing their services, often for free, to the benefit of consumers.

On the other hand, Section 230’s opponents believe this law is the
root cause of many of the problems with the Internet, including
harassment, hate speech, disinformation, violent content, child sexual

abuse material, nonconsensual pornography, and alleged political bias

on social media. They believe the law provides online services too

much of a shield from accountability for how they may cause harm,

either directly or indirectly, to others. Moreover, they believe the law is INFORMATION TECHNOLOGY
overly broad, allowing bad actors to hide behind its liability shield and & INNOVATION FOUNDATION

preventing harmed users from holding these platforms accountable.
And while they acknowledge that Section 230 has shaped the modern . .
Internet, they do not necessarily believe this a good thing: With Section 230 Series
disinformation and hate speech running rampant on social media and

allegations of political bias on major social media platforms, critics argue that it is clear
fundamental changes to the rules that govern the Internet are in order.

It is perfectly reasonable to consider whether a law Congress passed in the days of dial-up Internet
and online bulletin boards can be improved to address new concerns in the age of mobile apps and
social media. At the same time, these critiques do not negate the bhenefits the law has provided.

While some critics’ arguments stem from fundamental misconceptions about Section 230, most
are based in legitimate concerns, and it is perfectly reasonable to consider whether a law
Congress passed in the days of dial-up Internet and online bulletin boards can be improved to
address new concerns in the age of mobile apps and social media. At the same time, these
critiques do not negate the benefits this law has provided. Because any changes to Section 230
would inevitably carry far-reaching implications for the Internet and the many aspects of users’
lives that now take place online, it is crucial to understand these arguments’ origins, strengths,
and weaknesses in order to determine the best way forward for online intermediary liability.
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There are 10 main critiques against Section 230:

1. Section 230’s liability protections are too broad. (Mostly illegitimate. Courts continue to
identify exceptions to Section 230’s liability shield.)

2. Section 230 needs a “good faith” requirement. (Somewhat legitimate. However, such a
requirement could place an unreasonable burden on online services.)

3. Section 230 prevents victims of crime from suing enabling platforms. (Mostly
illegitimate. If online services commit or facilitate crime, federal law enforcement can go
after them.)

4. Section 230 is a “gift” to Big Tech. (lllegitimate. Many different types of organizations,
including non-tech ones, plus individuals benefit from Section 230 protections.)

5. Section 230 treats the tech industry differently from other sectors. (Mostly illegitimate.)

6. Section 230 gives platforms unrestricted “freedom of reach.” (lllegitimate. Holding
platforms accountable for amplifying content would be impractical and bad for users.)

7. Section 230 hinders state law enforcement. (Legitimate. However, the solution is to
strengthen federal criminal law.)

8. Section 230 allows platforms to be politically biased. (lllegitimate. The First Amendment
allows this, not Section 230.)

9. Section 230 is detrimental to equal protection. (Mostly illegitimate. Limiting or removing
Section 230 protections would be harmful to marginalized speech.)

10. Section 230 undermines the adversarial legal system. (lllegitimate. Eliminating Section
230 would make it more expensive to dismiss frivolous lawsuits and undermine start-ups
and competition.)

Each of these critiques is considered in detail below.

1. SECTION 230’S LIABILITY PROTECTIONS ARE TOO BROAD

A common argument against Section 230 contends that, though the law itself may have been
well intended, the courts’ interpretation of the law is overbroad. Opponents cite various court
cases that extended Section 230’s liability shield—especially the protections outlined in Section
230(c)(1), which protects online services from liability for third-party content on their
platforms—beyond what they believe to be reasonable. These critiques take several forms.

Some critics argue that the courts erred when they found that Section 230 provides both
publisher liability and distributor liability. These opponents trace the problem all the way back to
Zeran v. America Online (1997), one of the earliest Section 230 cases, in which the court chose
to interpret Section 230 broadly, finding that Section 230 protects online services from liability
for distributing third-party content even if they have knowledge that the content is illegal.! The
court reasoned that “interpreting [Section 230] to leave distributor liability in effect would defeat
the two primary purposes of the statute” because they would face potential liability any time any
party alleged that certain online content is illegal.? Most courts have followed this precedent in

the decades since.?
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Some critics argue that any modification of third-party content should negate the liability
immunity in Section 230. These critics may agree with the Zeran opinion but disagree with the
court’s opinion in another early Section 230 case, Batze/ v. Smith (2003), which ruled that the
law protects websites and online platforms that repost and edit third-party content.*

Others believe that Section 230 should be strictly limited in scope to addressing liability for
defamatory third-party content. They argue that the court cases that have applied Section 230 to
other situations that have nothing to do with freedom of speech, such as protecting online
marketplaces when third-party sellers offer defective products or protecting social media
platforms and messaging services when criminals use their services to communicate, have gone
too far.

However, these three critiques do not hold up to scrutiny. First, the law’s authors, Sen. Ron
Wyden (D-OR) and former Rep. Chris Cox (R-CA), have said as recently as 2019 and 2020,
respectively, that the courts’ interpretation of Section 230 does not go against their original
intentions, and that Section 230’s liability shield was always meant to apply broadly.’ It's true
that the two cases that motivated Congress to pass Section 230—Cubby v. CompuServe (1991)
and Stratton Oakmont v. Prodigy (1995)—along with Zeran, the case that set the precedent for
how future courts would interpret the law, were all defamation cases.® But Congress never

intended to limit Section 230’s liability protections to defamation.” It is also true that, at least in

Section 230’s early days, most courts interpreted the law broadly. For the first 12 years after its
passage, courts usually took a defense-favorable position.® But in more recent years, courts have

begun to identify modest limits to the Section 230 liability shield.

This process began with Fair Housing Council of San Fernando Valley v. Roommates.com
(2008), in which the court ruled that Section 230(c)(1) does not apply if the defendant induced
the illegal content in question.” Subsequent cases identified additional exceptions to Section

230(c)(1): It does not apply if the defendant encouraged the development of the illegal content,
or if the plaintiff’s claim does not arise from the defendant’s publishing or content moderation
decisions.!'® These exceptions give courts some flexibility to limit the scope of Section 230’s

liability shield in certain cases, while still preserving its broad application.

2. SECTION 230 NEEDS A “GOOD FAITH” REQUIREMENT

Critics also argue that because Section 230(c)(1)—the part of the law that provides the liability
shield—does not contain a “good faith” requirement, this provision applies to all online services,
including bad actors. Courts have extended Section 230’s liability shield to websites even when
they profit from illegal content or activity, as long as they are not aiding and abetting an illegal
activity. The most prominent example of this is Backpage, a website that hosted classified ads,
including ads for escort services. In Doe v. Backpage (2016), the court dismissed a civil lawsuit
against Backpage, even though it allegedly designed its website to protect sex traffickers—for
example, with standards that allowed users posting classified ads to maintain a high degree of
anonymity—because Section 230(c)(1)’s liability protections apply to an online service’s
decisions regarding how it structures its websites or treats postings.'! Notably, Backpage did not

require users to post unlawful content or provide information that would lead to illegal activity. In
contrast, in Roommates.com, the court held the website liable for inducing illegal content
because it required individuals to disclose information that would enable housing discrimination.
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Another case, Jones v. Dirty World (2014), applied Section 230(c)(1) to a gossip website that
allegedly encouraged users to submit defamatory content. The website included a content
submission form for users to submit “dirt.” The website’s manager and staff would review these
submissions, select certain posts for publication, and add a short comment. But because the
staff did not “materially change, create, or modify any part of” the submissions, Section
230(c)(1) shielded them from liability for content within the submissions. Additionally, the court
decided that the fact that the website was designed to host user-submitted gossip was not
enough to hold the website’s operators liable for inducing defamatory content; unlike
Roommates.com, Dirty World did not require users to post illegal content or provide information
that would lead to illegal activity.'? Section 230 critics point to a range of harms, including
nonconsensual pornography, harassment, and terrorist communications, that bad actors may
allow third parties to distribute on their platforms without facing liability.

Although these intermediaries may not be actively committing a crime, they are “promoting,
facilitating, and profiting from it,” says law professor Mary Anne Franks.!3 But instead of holding
them responsible to victims in civil court, critics contend, Section 230 gives them immunity.
They claim this is counter to Congress’s intentions, which were to incentivize “good faith”
content moderation, and instead has given online platforms an excuse not to engage in content
moderation: If no one can hold them liable for harmful or even illegal content hosted on their
platforms, what incentive do they have to remove it? Moreover, critics say that harmful behavior
is not limited to a few bad actors, and claim that many large, mainstream platforms such as
social media sites allow harmful content on their platforms, such as hate speech,
misinformation, and harassment. These critics are skeptical that market forces are enough to
incentivize these actors to keep their platforms largely free of this content.

While some bad actors may benefit from Section 230 protections, the vast majority of the
beneficiaries are legitimate, reputable sites and services that do not take advantage of the law.!*
These companies have powerful economic incentives for keeping harmful or illegal content off
their platforms.!® The first is to protect their brand and reputation, exemplified by the recent
“techlash,” or backlash against major tech companies that arose from widespread disinformation
on social media surrounding the 2016 U.S. elections.!® This negative attention chases users
away from companies’ platforms and motivates lawmakers to consider policies that would be
detrimental to companies’ business models. The second is advertising revenue. Advertisers do
not want their products and services promoted next to harmful or illegal content. If platforms
gain a reputation for hosting this content, they risk losing advertiser revenue. And a third
incentive comes from consumers, most of whom do not want to use online services that are full
of harmful or illegal content.

Outside these mainstream platforms, there are some bad actors that design their platforms to
amplify and profit from harmful or illegal content—such as revenge porn websites, websites such
as Backpage that protected sex traffickers, or websites such as Dirty World that solicit
defamatory statements from commenters—for whom market incentives have little effect. Bad
actors can and do still end up facing civil and criminal penalties for violating other laws, as was
the case when the Federal Trade Commission (FTC) shut down the revenge porn site MyEx and
fined its operators $2 million in 2018.'7 Law enforcement can also take action against websites,
as Section 230 does not shield online services from federal criminal liability. In the case of
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Backpage, Section 230 did not prevent the Department of Justice from seizing the website in
2018, before Congress passed the Allow States and Victims to Fight Online Sex Trafficking Act
and the Stop Enabling Sex Traffickers Act (FOSTA-SESTA).!® A response to Backpage, the law
carved out an exception for sex trafficking in Section 230 so that online services could be liable
in civil as well as criminal court for violating state sex trafficking laws (the companies could
already be held criminally liable for federal sex trafficking laws).

In addition, according to the Fair Housing Council of San Fernando Valley v. Roommates.com
(2008) and FTC v. Accusearch (2009) court decisions, these websites and platforms that induce
or encourage the development of illegal content are exempt from Section 230’s liability
protections.'® But not all courts have followed this precedent, meaning some bad actors have
avoided liability. The danger of adding a “good faith” requirement to Section 230(c)(1) is that it
may subject online services to more expensive litigation than they already face. Currently,
companies can have cases against them dismissed that would hold them liable for third-party
content using Section 230(c)(1). If each time a plaintiff sued an online service for failing to
remove harmful or illegal third-party content that service had to prove that it acted in good faith,
the litigation process would be much longer and more expensive. While large companies may be
able to absorb these expenses, smaller, emerging platforms—or nonprofits such as the Wikimedia
Foundation—would not. To avoid this, a good faith requirement would need to place the burden
of proof on the plaintiff, rather than the defendant, or there would need to be a certain set of
requirements that defendants could easily prove they had met in order to have cases against
them dismissed.

3. SECTION 230 PREVENTS VICTIMS OF CRIME FROM SUING ENABLING
PLATFORMS

Law enforcement agencies and victim advocacy organizations have also joined the debate over
Section 230. One of their arguments is similar to the “good faith” argument: Section 230
protects websites and online platforms that host illegal user content, either knowingly or
negligently, from liability. For example, online services are not liable when terrorists use their
platform, as exemplified by Fields v. Twitter (2016). The case arose when a member of ISIS
killed two Americans traveling abroad in Jordan. The victims’ wives and children sued Twitter for
enabling ISIS to communicate and recruit new members on the platform. The court dismissed
this case, citing Section 230 and the lack of connection between the perpetrator of the attack
and Twitter, stating, “There are no facts indicating that [the attack] was in any way impacted,
helped by, or the result of ISIS’s presence on the social network.”?°

Section 230 immunity does not apply to federal criminal law. The government can still prosecute
online services that engage in illegal activity. But, as in the Fie/ds case, Section 230 prevents
victims of crime and terrorism or their families from suing online services in civil court for
damages when a criminal or terrorist uses their website or platform for harm. According to
Attorney General William Barr, who has been an outspoken critic of Section 230, “Federal
criminal prosecution is a powerful, but necessarily limited tool that addresses only the most
serious conduct. The threat of civil liability, however, can create industry-wide pressure and
incentives to promote safer environments.”?! Opponents of Section 230 argue that because the
perpetrator of illegal activity online is often anonymous, the only legal recourse for victims is to
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bring action against the websites and online platforms that hosted the activity, but because
Section 230 cuts off these avenues, it leaves victims without legal recourse.

Section 230’s supporters call this line of reasoning into question. Nothing in the law prevents
victims of crime and terrorism from taking civil action against their attackers. It only prevents
them from taking civil action against the websites and online platforms their attackers used to
commit acts of crime or terrorism. If an online service plays any part in the development of
illegal content, or induces illegal behavior, it cannot claim Section 230 protection. The online
services the section does protect are the websites and platforms that act as passive
intermediaries: social media platforms on which criminals and terrorists recruit, online
messaging services on which criminals and terrorists communicate, and websites on which
criminals and terrorists post illegal content. In other words, Section 230 “holds individuals
responsible for their actions online, not the tools that they use.”??

In practice, this means that if an online service engages in illegal activity—such as knowingly
aiding and abetting terrorists—federal law enforcement can take action against the service. But
online services are not legally responsible for criminals misusing their platform. Some countries’
intermediary liability laws include a provision that holds online services responsible if they were
aware or reasonably should have been aware of criminal conduct on their platforms, but once
again the danger of such a provision is that it could make it more difficult for online services to
dismiss frivolous lawsuits, dramatically raising the costs of operating an online service that relies
on third-party content, or motivate online services to engage in less monitoring to reduce their
potential liability.

There are also significant risks involved in requiring online services to monitor for illegal activity
on their platforms, not only because such a requirement would be particularly burdensome given
the sheer amount of content uploaded to online platforms. A responsibility to monitor raises
serious privacy concerns as online messaging services, email providers, and video conferencing
providers would have to monitor their users’ communications or risk liability if any of their
potentially millions of users were engaged in illegal activity on their platform. This would be
especially problematic for services that provide end-to-end encryption—a form of encryption that
allows only the sender and recipient, and not the provider, to view the message—as there is no
way to monitor these communications without compromising privacy and security.

4. SECTION 230 IS A “GIFT” TO BIG TECH COMPANIES

Critics on both sides of the aisle sometimes argue that Section 230 is a “gift” to Big Tech
companies.? They argue that the law basically amounts to “corporate welfare” for such
companies as Facebook and Google, and therefore the law should be rescinded because there is
no need for the government to protect these successful tech companies, especially if they are
engaging in harmful activity (i.e., insufficiently moderating harmful content, according to some
on the left; and silencing conversative voices, according to some on the right.)

However, Section 230 offers benefits to many different types of organizations, not just tech
giants. First, tech companies of all sizes benefit from the law, including businesses such as
Airbnb, GitHub, Kickstarter, Medium, Meetup, Reddit, and Yelp, along with nonprofits such as
the Wikimedia Foundation, which runs Wikipedia. Second, the law benefits many non-tech
businesses, from retailers that allow user reviews to news sites that allow user comments.
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Finally, the law benefits users themselves. Indeed, as noted earlier, the law explicitly offers
protections that make sure users are not held responsible for content produced by other people.
For example, Section 230 ensures individual users are not liable for posts commenters might
make on their personal blogs. Similarly, Section 230 protects them from liability for forwarded
emails or retweeted posts.*

Therefore, arguments that Section 230 should be eliminated because it only benefits Big Tech
are misguided, and ignore the real benefits this law also offers to many other businesses,
organizations, and consumers.

5. SECTION 230 TREATS THE TECH INDUSTRY DIFFERENTLY FROM OTHER
SECTORS

Opponents also claim that Section 230 creates an exception for the tech industry, treating online
platforms differently from other businesses. Critics maintain that if a physical business
facilitated sex trafficking or terrorist communication, or if a physical magazine printed user-
submitted defamatory statements, they likely would not escape civil liability. Offline businesses
suffer consequences for profiting from the illegal activities of others, but online companies are
immune.?®

Essentially, critics assert, the tech industry is putting out faulty products: online platforms that
enable harm and abuse. Any other industry would face legal ramifications for putting out faulty
products, but the tech industry can claim Section 230 protection and avoid the negative
consequences of their actions and choices.?® Critics say that companies should have designed
their products in a less negligent way in order to prevent these harms and abuses from
happening in the first place, but they had no incentive to do so with Section 230 in place.?’

Critics believe the tech industry receives special treatment—and this treatment is unwarranted.
David Chavern, president and CEO of a trade association representing the news industry, makes
the case that traditional media has always been liable for the content it publishes, and the news
industry has survived for centuries without Section 230-like legal protection.?® Again, this raises
the questions: What makes the tech industry different? Why should it be treated as an exception?

Proponents of Section 230 argue that, unlike traditional media, online platforms that rely on
user-generated content are constantly inundated with thousands of posts. It is unreasonable to
expect these platforms to take down every potentially objectionable post in a timely manner
without making some mistakes. Critics disagree, arguing that there is no data to support the
claim that it would be impossible for tech companies to effectively monitor and moderate
content on their platforms.?® Critics say that if tech companies can profit from the content they
host, they can moderate it—that is their responsibility, and if moderation proves difficult, that is
their problem.3¢

Law professor Eric Goldman pushes back on some of this reasoning. He argues that critics have
set an unreasonable standard for tech companies when it comes to removing harmful or illegal
content. Nobody should expect online companies to eliminate all harms, because nobody expects
that in the offline world.3! In addressing the fact that the tech industry appears to be an
exception when it comes to intermediary liability, policymakers should not go too far in the other
direction.
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And finally, to answer the questions of what makes the tech industry different and why
policymakers should treat it differently, Section 230’s supporters point to the law itself. Section
230(a) outlines five ways the online world is exceptional: (1) It provides users with greater access
to educational and informational resources than ever before, (2) it grants users an unprecedented
level of control over the information they receive, (3) it creates a diverse forum for politics and
culture, (4) it grew and flourished without government regulation, and (5) it has increasingly
become a central pillar of modern life.3? These five points still apply and justify the section’s
continued importance. Section 230 lets individual users act as publishers, which has enabled a
wide variety of innovative communication services that rely on user-generated content.

It is not the tech industry that differs from traditional print publications, it is the process of
moderating vast amounts of third-party content. As an example, Twitter users post more than
500 million tweets per day, approximately 6,000 tweets per second.2? Twitter cannot review all
of these tweets before they are posted, so it relies on a combination of human moderators,
algorithms, and community reporting to evaluate and remove content that violates its Terms of
Service. This volume of content is impractical, if not impossible, to substantively review. If
similar resources were necessary for other types of publishers, those services would need similar
protection. Indeed, courts have also held that local television stations should not face liability for
redistributing third-party content.3

6. SECTION 230 GIVES PLATFORMS UNRESTRICTED “FREEDOM OF REACH”

Some argue that the problem with Section 230 is that it gives online platforms immunity even
when they have an active role in amplifying the reach of third-party content. These critics
maintain that online services would take more action to address harmful third-party content if
they were liable for promoting this content. While this critique is not new, it garnered media
attention in 2019 when actor and satirical comedian Sacha Baron Cohen lambasted Section 230
in his keynote address at the Anti-Defamation League’s annual Never Is Now Summit on Anti-
Semitism and Hate, in which he accused large tech companies such as Facebook, Google,
YouTube, and Twitter of creating “the greatest propaganda machine in history.”3°

Cohen followed his speech up with an opinion editorial in 7he Washington Post explaining his
views, writing that “freedom of speech is not freedom of reach” and arguing that online
platforms do not deserve protection when they amplify harmful views to millions of users.3® David
Chavern, the head of the news industry’s trade association, similarly argues that online platforms
are not simply passive intermediaries for user-generated content, but rather their entire business
model depends on algorithms that curate and promote content, making decisions about who gets
to see what. Chavern believes platforms should take responsibility for these decisions.®” As
Senator Mark Warner (D-VA) puts it, Congress needs to rethink Section 230, not in order to
restrict speech, but to restrict the ability to amplify speech. He asks, “If you want to say
something crazy, you have the right to say that, but do you really have the right to say something
crazy and totally wrong and then have it amplified a billion times without any restrictions?”38

Using social media, anyone can promote false or harmful ideas to potentially billions of other
users. But simply posting something online is no guarantee that others will see it. And even if
people see it, they can choose to ignore content they find objectionable, block those who are
posting this content, or even stop using that particular social media platform. Nonetheless, some
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users do post content that has caused real harm in the form of disinformation campaigns,
harassment, hate speech, cyberbullying, and other forms of online abuse.

All major social media sites have policies prohibiting various types of legal, but potentially
harmful, content. These sites also take steps to balance free speech on their platforms while also
minimizing the spread of potentially harmful content, not only by taking it down and banning
users who share it, but also by reducing its visibility, making it harder for users to share, or
labeling it to provide additional context to users. But the challenge of course is that there are
many different views on what content social media platforms should restrict and whether any
particular post violates these rules.

The First Amendment, not Section 230, gives social media platforms the ability to decide what
content to allow on their services and how to display that content. Moreover, there is an incentive
for online services to allow users to report harmful content, remove this content, and ban users
that repeatedly post this content, both to avoid negative media coverage and public backlash and
to appeal to advertisers that do not want their products and services displayed alongside
objectionable content or on platforms with negative reputations. But making social media
platforms liable for any action seen as amplifying content, such as displaying a post in a news
feed, is impractical, as noted earlier, because of the volume of content they would be required to
review.

Furthermore, the algorithms online services use to display content to users add immense value.
For example, a search engine would be virtually useless if it simply displayed an unsorted list of
all content that related to given search terms, instead of prioritizing content based on what the
search engine determines is most relevant to the query. Similarly, news feeds on social media
would be less useful if stories were not sorted according to what is most likely to interest them.
And many social media platforms now include a feature that allows users to explore or discover
new content, using algorithms that display that content depending on what the user has liked or
interacted with in the past. If online services were held liable for amplifying content with their
algorithms, they would have to radically alter their services.

7. SECTION 230 HINDERS STATE LAW ENFORCEMENT

When Congress first passed Section 230, the law contained two exceptions: Its immunity shield
did not apply to federal criminal or intellectual property law. FOSTA-SESTA added a third
exception: Section 230 also does not apply to sex trafficking law. However, outside of sex
trafficking, Section 230 does not contain exceptions for state criminal law. States may pass and
enforce laws that are “consistent with” Section 230, but the section preempts “inconsistent”
state laws.3? This means states cannot hold Internet intermediaries civilly or criminally liable for
actions that are not illegal under federal law.

Doug Peterson, attorney general of the state of Nebraska, believes Congress should change this
language and create an exception for state criminal law. State criminal law and federal criminal
law complement each other, he claims—just as federalism intended—and this does not work
when Section 230 preempts state criminal law.*° Revenge porn is one area in which there is a
gap in legislation that prevents federal enforcement.*! Currently, there is no federal law
criminalizing nonconsensual pornography, while there are laws in 46 states, the District of
Columbia, and Guam.*? But Section 230 would preempt state laws that could hold online
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services liable for simply hosting revenge porn, leaving victims without recourse against
intermediaries, even those such as revenge porn websites, that promote and profit from this
content.

On the other hand, there is an important reason some federal laws, such as Section 230,
preempt state laws. Legal consistency is especially important when it comes to online services
because their services are available across state and national borders, connecting people from
across the country and around the world. Section 230 prevents companies from having to
contend with a patchwork of state legislation, while leaving an important exception for federal
criminal law, so government can go after bad actors engaged in illegal activity. In cases such as
revenge porn, wherein there is a broad agreement that this is wrong, and most states have passed
legislation, the answer is not to weaken Section 230, it is to pass federal revenge porn legislation
as the Information Technology and Information Foundation (ITIF) has proposed.*3

8. SECTION 230 ALLOWS PLATFORMS TO BE POLITICALLY BIASED

Some argue the main problem with Section 230 is that it allows online services, particularly
social media platforms, to make politically biased content moderation decisions—to not take
down “objectionable” content or to take down “unobjectionable” content. When Facebook CEO
Mark Zuckerberg testified at a Senate hearing on disinformation in 2018, Sen. Ted Cruz (R-TX)
asked, “Does Facebook consider itself a neutral public forum?” Sen. Cruz’s question arose from
a popular misconception that Section 230 only applies to “neutral public forums.” He also
suggested that online platforms such as Facebook must choose between their First Amendment
right to free speech and their Section 230 immunity.** Experts were quick to point out that this
is not the case; Section 230 applies regardless of a platform’s political bias, and the First
Amendment and Section 230 are not mutually exclusive.*® “| hear constantly about how the law
is about neutrality,” Sen. Ron Wyden (D-OR), one of the section’s co-authors, said in an
interview. “Nowhere, nowhere, nowhere does the law say anything about that.”4®

Though Section 230 does not require political neutrality, some argue that it should. Some
Republican policymakers claim that major online platforms such as Facebook and Twitter are
biased toward the political left, removing conservative content and banning users who post
unpopular conservative opinions.*” At the same time, some liberals complain that these social
networks are kowtowing to conservatives by doing too little to remove what they see as politically
objectionable content. Since an increasing number of Americans—20 percent of American
adults, according to a 2018 survey—get their news from social media, political bias online has
the potential to shape public opinion in a major way.*®

Responding to this concern, Sen. Josh Hawley (R-MO) introduced a bill in 2019 called the
Ending Support for Internet Censorship Act, which would require websites and platforms to
obtain government certification that they are not politically biased in their content moderation in
order to continue to benefit from Section 230’s liability protections.*® The bill has made little
progress in the Senate and has drawn criticism from both sides of the aisle because of First
Amendment concerns. Sen. Wyden said that it would “turn the federal government into Speech
Police” and demonstrated a belief “that lawyers and bureaucrats should tell private companies
how to make clearly private business decisions.”®° Rep. Justin Amash (R-MI) agreed, stating that
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the bill “empowers the one entity that should have no say over our speech to regulate and
influence what we say online.”®!

More recently, concerns that Section 230 enables tech companies to make politically biased
content moderation decisions has inspired action from both Congress and the administration.
President Trump’s Executive Order on Preventing Online Censorship, signed in June 2020, asked
the Federal Communications Commission (FCC) to create new regulations clarifying when content
moderation decisions violate Section 230’s “good faith” provision, which could apply when
platforms remove political content.5? A few months later, Sens. Roger Wicker (R-MS), Lindsey
Graham (R-SC), and Marsha Blackburn (R-TN) introduced the Online Freedom and Viewpoint
Diversity Act, and Sen. Graham introduced the very similar Online Content Policy Modernization
Act, each of which would change the language in Section 230 to make online services liable if
they remove content that is not obscene, violent, harassing, or illegal.®® In particular, these
opponents object to the language in Section 230 (c)(2) that extends liability for restricting
access to content “that the provider or user considers to be ... otherwise objectionable, whether
or not such material is constitutionally protected.”5*

But Section 230’s advocates maintain that repealing Section 230 would lead to less free speech
online, not more. If online services were liable for third-party content on their platforms, they
would have to further restrict the types of content they allow, enforcing stricter standards to avoid
the possibility of users posting or sharing potentially illegal content.®® This could lead to
“collateral censorship,” a form of self-censorship that occurs “when A censors 5 out of fear that
the government will hold A liable for the effects of B's speech.”%® In other words, online services
would err on the side of removing more content, even if that content is permissible, rather than
risk leaving up content that could land them in legal trouble. They could even ban entire
categories of speech, such as political speech, or category of user, such as elected officials.

In addition, Section 230(c)(2), the provision in Section 230 that shields online services from
liability for removing content “in good faith,” gives online services the freedom to moderate
content in a way that best suits their users. This freedom has allowed for the development of
many different types of online platforms, each experimenting with moderation policies that work
best for their communities. Making online services liable for removing content would have just as
many negative consequences as making them liable for failing to remove content. Specifically,
online services may raise their standards for content removal and choose not to remove some
potentially harmful content.

Finally, even without Section 230(c)(2), as private entities, online services have a First
Amendment right to remove content they do not want on their platforms. The First Amendment
protects individuals from government censorship of protected speech. It does not prevent private
entities, such as social media platforms or user review sites, from limiting speech by their
users.®” This freedom allows platforms to moderate content in a way that best suits their users. If
users disagree with a platform’s content moderation policies and decisions, they are free to use
alternative platforms. If enough users disagree, this creates an opening for new entrants to the
market, as in the wake of the 2020 presidential election when many conservative Twitter and
Facebook users began using alternative platforms such as Parler and Gab.%®
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9. SECTION 230 IS DETRIMENTAL TO EQUAL PROTECTION

Section 230’s critics claim the law is detrimental to equal protection. Online abuse, hate
speech, and harassment disproportionately affect marginalized populations.®® And online abuse
can be relentless, chasing people off social media and causing them to shut down their websites
and blogs in order to escape it. The effects of online abuse can even follow victims into the
physical world and drive them to move, change their names, or engage in self-harm or suicide.®®

One example of the real-world effects of online abuse comes from Herrick v. Grindr (2018).
Matthew Herrick sued Grindr when the dating app repeatedly refused to take down fake profiles
of Herrick, which his ex-boyfriend Oscar Juan Carlos Gutierrez created to harass him. Gutierrez
impersonated Herrick on the dating app and shared Herrick’s personal details and location. As a
result, more than 1,400 men showed up at Herrick’s home and place of work over the course of
10 months believing Herrick had communicated with them and expressed an interest in sex. The
local police did not take Herrick seriously, and the only response he received from Grindr after
filing 50 separate complaints was an automatically generated email.®* Once he sued Grindr, the
court dismissed the case because of Section 230.%?

Online abuse has real, terrible, and sometimes tragic effects, especially for marginalized
populations. A 2017 poll found that 23 percent of women had experienced online abuse or
harassment, and of those, more than 76 percent made changes to the way they use social media
as a result.®® One of the most compelling reasons to modify Section 230 is to ensure platforms
take reasonable steps that could mitigate harm caused by their platforms.

However, limiting or removing Section 230 would also have a detrimental effect on marginalized
populations. If websites and online platforms start censoring potentially objectionable content in
order to avoid liability, controversial speech will likely be the first to go. In a world where
“controversial” is defined by the majority, the Internet would become yet another forum wherein
the majority has the power to censor minority opinions.®* At the same time, if platforms are not
shielded from liability, they will do less to moderate online abuse and hate speech.

10. SECTION 230 UNDERMINES THE ADVERSARIAL LEGAL SYSTEM

In court cases, defendants bring up Section 230 in the motion to dismiss stage, arguing that the
judge should dismiss the case against them because Section 230 immunizes them from liability.
If the judge agrees, the case goes no further. If the judge disagrees, the case continues. Lawyer
Carrie Goldberg believes that this undermines the United States’ adversarial legal system. This
system was designed for each party—the plaintiff and the defense—to argue their position,
present evidence, and bring forth witnesses and expert testimony, after which a judge or jury
determines guilt. When so many Section 230 cases are dismissed before this can happen,
Goldberg argues, the system cannot function properly and plaintiffs are denied their rights.®®

However, there are two sides to this story. The United States’ adversarial system is also very
expensive, especially for defendants hit repeatedly with frivolous lawsuits. Bringing up Section
230 so early in a court case is important for companies, both large and small, because it lowers
the cost of litigation.®® Much of the conversation on issues surrounding Section 230 focuses on
tech’s big companies, such as Facebook and Google, that can likely afford these higher legal
costs. But there are many small tech companies that could not afford a long, drawn-out lawsuit
every time a user posts something objectionable on their platform. Faced with much higher legal
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costs, platforms may be forced to shut down, offset their costs by charging for services they
previously offered for free, or drastically limit third-party content. Any of these situations would
be detrimental for users, who benefit both from the diversity of websites and platforms available
to them, and from being able to access many of these online services for free.

This was one of the primary reasons then-Representatives Cox and Wyden drafted Section 230 in
the first place: to protect “the little guy, the startup, the inventor, the person who is essential for
a competitive marketplace.”®” This is reflected in Section 230(b), which states, “It is the policy
of the United States ... to preserve the vibrant and competitive free market that presently exists
for the Internet.”®® If defendants could not use Section 230 to dismiss cases against them, the
high cost of frequent litigation would consolidate power into the hands of a few big companies by
running smaller companies out of business, which would be devastating for competition.

CONCLUSION

The controversy surrounding Section 230 is clouded with misconceptions about the law’s history,
text, application, and effects, but many critiques of the law expose legitimate concerns about
Section 230 and challenges that have arisen in the more than two decades since the law’s
passage. Section 230’s supporters argue that the law is still essential and protects online
services from unfairly facing liability for third-party content, with benefits for users in the form of
widely available and often free online sites and services such as social media and e-commerce
that billions of people use every day. On the other hand, critics contend that Section 230 gives
online services too much freedom, allowing them to make decisions that are not in the public’s
best interests, such as leaving up content that is harmful or even illegal or censoring certain
political content. They argue that Section 230’s liability shield is overly broad, protecting online
services that have acted in bad faith or negligently.

In order to have an informed debate about Section 230, both sides should have a clear
understanding of not only the law and its implications, but also of the other side’s arguments. By
analyzing the strengths and weaknesses of the arguments for and against Section 230,
policymakers and stakeholders can hopefully avoid making changes to the law that cause more
harm than good, and instead focus on solutions to some of the current problems online without
eliminating the benefits of Section 230 for online services and their users.
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